                                                                        Fault Management 
OverView :
 Skylo’s Fault Management is a Crucial and most important module in Skylo Environment. This module is a Replication of Apache Kafka which is deployed as Google Pub/Sub in GCP . 


Here we Receive data from the Pub/Sub Topics and Consume the data from Topics and Publish it into the UI . 

UI : 
 Alarms  Will be categorised based on the priority like critical ,  major and minor , 
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when we click on a tile based on the priority example when we click on critical alarm tile . We can able to see the alarms which is listed as critical
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When double clicking on an alarm , we can able to see the characteristics and identification of the alarm such as alarm ID , alarm name ,NE type , created at , occurrence date etcetera
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When we hover on the side menu and click on alarm list we can able to see all the alarms regardless its priority . The alarms will be stacked as newest in the beginning and the older messages will be followed consecutively .
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Backend Logic :

Google console Topic Message Logic :

Now we can able to see the topics from where the messages were being consumed from the Pub/Sub . The topics are created by customer and the message is being published will be landing in the topics after that the fault management micro service will consume the messages from the topic and insert into the database and will be shown in the UI

Go to Google console and search for Pub/Sub . the Pub/Sub Will be listed now click on the  service . 
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Once the service is clicked . We can able to directly see the topics which are created by the customer since there is no backup created for these topics by the customer we cannot able to see any backup topics for these topics which are alive .
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When we click on any of the topic mentioned here we can able to see the subscription for the topic

[image: ]

FM POD life and Log Analysis

Fault management is running as micro service in the GCP environment in Kubernetes POD. This kubernetes POD he is collecting data from the assigned topics in Google Pub/Sub . 
For getting into the Kubernetes POD Get into the Google console and click on TSDB1 .


And click on “SSH” .
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Now Enter “kubectl get pods” , all the pots alive where show me now the fault management pod will be shown in the listed elements . This Pod status and the life of the pod is shown pod age and POD status .

[image: ]
For analysing the logs of fault management we have to see the running logs of the pod. 

 enter the following command for analysing the micro services log off fault management
“ kubectl logs -f deploy/optigofaultmanagement-deployment --tail=01000 “

In logs we can able to see the select query from where the data being selected from the database and where it is being inserted in this case it is hive that is why we are seeing hive query being printed in the logs.
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Last login: Mon Mar 4 16:48:18 2024 from 35.235.240.66
[sankara_narayanan@us-eastl-prod-tsdb-1 ~]$ sudo su optigo
[optigo@us-eastl-prod-tsdb-1 sankara_narayananl$
[optigo@us-eastl-prod-tsdb-1 sankara narayananl$ kubectl get pods

NAME READY STATUS RESTARTS AGE

dbservice-deployment-699£fc8£cTd-mbzt2 1/1 Running 0 336d
highchart-deployment—76£dbb7749-12vsq 1/1 Running 0 336d
notificationservice-66747746d9-9g2fn 1/1 Running 0 287d
optigoapigateway-deployment-5bc5767bfc-japgl 1/1 Running 0 336d

4d8856£6b-454n4

optigoinventory-deployment-77bfc5£5b9-bj82s 1/1 Running 0 171d
optigologger-deployment—6£9b6bE6£9-1ckls 1/1 Running 0 336d
optigoreport-deployment-66ddfb54dc-99g8d 1/1 Running 0 87d
optigoreport-deployment-66ddfb54dc-npsrh 1/1 Running 0 87d
optigoreport-deployment-66ddfb54dc-vlvdd 1/1 Running 0 87d
optigoskylohubconnector-deployment-78d9d4db8d-5£4td  1/1 Running 0 244d
optigotroubleticketing-deployment-5£d57£4cd5-4fbve 1/1 Running 0 118d
optigoui-gcp-deployment-7b8965£7bb-wk9cp 1/1 Running 0 118d

[optigo@us—eastl-prod-tsdb-1 sankara narayanan]$

[optigo@us—eastl-prod-tsdb-1 sankara narayanan]$ kubectl logs -f deploy/optigofaultmanagement-deployment —-t~C1=01000
[optigo@us—eastl-prod-tsdb-1 sankara narayanan]$ ~C

[optigo@us—eastl-prod-tsdb-1 sankara narayanan]$

[optigo@us-eastl-prod-tsdb-1 sankara narayanan]$ kubectl get pods[]
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2024-03-04 17:10:01.338 INFO [,,] 1 ——— [0-8088-exec-121] c.c.f.a.u.q.CommonQuery : Query - SELECT core_id AS x value , COUNT(1) AS count FROM network elem
ent_alarms where status='Raised' GROUP BY core id;

2024-03-04 17:10:01.338 INFO [,,] 1 ——- [0-B088-exec-121] c.c.f.a.u.q.CommonQuery : Query Hive- SELECT core_id AS x_value , COUNT(1) AS count FROM network

element_alarms where status="Raised' GROUP BY core id;

2024-03-04 17:10:01.341 INFO [,,] 1 ——- [0-B088-exec-125] c.c.f.a.u.q.CommonQuery : null :: MysQIQuery :: select distinct core_id,core name from general co

re list; :: Timentaken :: (0 Seconds) :: From :: Cache Queries :: Size (13) :::Requested User IP::::34.111.145.134

2024-03-04 17:10:01.342 INFO [,,] 1 —— [0-B088-exec-136] c.c.f.a.u.q.CommonQuery null :: MysQLOuery :: select distinct core id,core name from gemeral co

re list; :: Timentaken :: (0 Seconds) :: From :: Cache Queries :: Size (13) :::Requested User IP::::34.111.145.134

2024-03-04 17:10:01.342 INFO [,,] 1 —— [0-B088-exec-125] c.c.f.a.u.q.CommonQuery : Query - SELECT COUNT (1) count,TO_CHAR (CAST (reporting time as DATE),'YYY

Y-MM-DD') as date,severity FROM network element alarms WHERE core id = '10" and status="Raised' GROUP BY core id,date,severity

2024-03-04 17:10:01.342 INFO [,,] 1 ——- [0-B08B-exec-136] c.c.f.a.u.q.CommonQuery : Query - SELECT COUNT(1) count,TO_CHAR (CAST (reporting time as DATE),'YYY

Y-MM-DD') as date,severity FROM network element alarms WHERE core id = '10" and status="Raised' GROUP BY core id,date,severity

/fm/dashboard/topten

2024-03-04 17:10:01.711 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.f.validationFilter : Entered validateToken method

2024-03-04 17:10:01.711 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.f.validationFilter : Entered into getUserIdFromJWT method

<==== timeZone is Asia/Calcutta

2024-03-04 17:10:01.711 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.s.DashboardService : Entered into DurationFilterchange method

2024-03-04 17:10:01.712 INFO [,,] 1 ——- [0-B088-exec-134] c.c.f.a.u.q.CommonQuery : Query - Select count(*) as count, alarm name as name FROM network eleme

ntialanns WHERE severity= 'Critical" and statu: 'Raised’ GROUP BY alamﬁname H

2024-03-04 17:10:01.805 INFO [,,] 1 —— [0-8088-exec-121] c.c.f.a.u.q.CommonQuery : Query - select distinct core_id,core name from general core list

2024-03-04 17:10:01.810 INFO [,,] 1 ——- [0-B088-exec-121] c.c.f.a.u.q.CommonQuery null :: MysQLOuery :: select distinct core id,core name from gemeral co

re list; :: Timentaken :: (0 Seconds) :: From :: Cache Queries :: Size (13) :::Requested User IP::::34.111.145.134

2024-03-04 17:10:01.811 INFO [,,] 1 ——— [0-B088-exec-121] c.c.f.a.d.FMDashboardDAOImpl : cores : {1-Earth Station, 2-Hub, 3-Server, 4=Channel, S=Platform, 6=OMS

, 7-Infra, 8-Beams, 9-BSS, 10-CORE, 11-EMS, 12-SkyloCipherKeys, 13-Satellite}

2024-03-04 17:10:01.811 INFO [,,] 1 — [0-8088-exec-121] c.c.f.a.f.validationFilter : Entered into getUserIdFromJWT method

2024-03-04 17:10:02.087 INFO [,,] 1 ——- [0-B088-exec-125] c.c.f.a.u.q.CommonQuery : null :: HiveQuery :: SELECT COUNT(1) count,TO_CHAR (CAST (reporting_time

as DATE), 'YYYY-MM-DD') as date,severity FROM network element alarms WHERE core id = '10' and status='Raised’ GROUP BY core id,date,severity :: Timentaken :: (0 Seconds)

From :: domain / domain wise severity breakdown APT :: Size (11) :::Requested User IP::::34.111.145.134

2024-03-04 17:10:02.088 INFO [,,] 1 — [0-8088-exec-125] c.c.f.a.f.validationFilter : Entered into getUserIdFromJWT method

2024-03-04 17:10:02.125 INFO [,,] 1 ——- [0-B088-exec-134] c.c.f.a.u.q.CommonQuery : null :: HiveQuery :: Select count(*) as count, alarm name as name FROM

networkﬁelementﬁalarms WHERE severity= 'Critical’ and status='Raised" GROUP BY alan‘nﬁname ; :: Timentaken (0 Sseconds) :: From :: alarm by age API size (7) :Reques

ted User TP::::34.111.145.134

2024-03-04 17:10:02.125 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.d.FMDashboardDAOTmpl : list size : 7

2024-03-04 17:10:02.125 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.d.FMDashboardDAOImpl : list size : 7

2024-03-04 17:10:02.125 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.f.validationFilter : Entered into getUserIdFromJWT method

2024-03-04 17:10:02.156 INFO [,,] 1 ——- [0-B088-exec-136] c.c.f.a.u.q.CommonQuery : null :: HiveQuery :: SELECT COUNT(1) count,TO_CHAR (CAST (reporting_time

as DATE), 'YYYY-MM-DD') as date,severity FROM network element alarms WHERE core id = '10' and status='Raised’ GROUP BY core id,date,severity :: Timentaken :: (0 Seconds)

From :: domain / domain wise severity breakdown APT :: Size (11) :::Requested User IP::::34.111.145.134

2024-03-04 17:10:02.157 INFO [,,] 1 —— [0-8088-exec-136] c.c.f.a.f.validationFilter : Entered into getUserIdFromJWT method

2024-03-04 17:10:02.763 INFO [,,] 1 —— [0-8088-exec-130] c.c.f.a.f.validationFilter : Entered into getUserTdFromJWT method H
26°C A INE o 2240
Partly cloudy Q Search = m . ] f g S ‘! L AEG T RO 0 B





imageb.png
as Minor,d.count as Critical,e.count as un_ack FROM (select count(*) from network element alarms where status='Raised' )a, (select count(*) from network element alarms w
here severity='Major' and status='Raised' )b, (select count(*) from network element alarms where severity='Minor' and status='Raised' )c, (select count(*) from network
_element_alarms where severity='Critical' and status='Raised' )d, (select count(*) from network element alarms where acknowledgement state='Unacknowledged' and status='R

aised' )e; >
2024-03-04 17:12:09.673 INFO [,,] 1 -—- [0-8088-exec-121] c.c.f.a.u.q.CommonQuery : Query - SELECT a.count as total,b.count as Major,c.count as Minor,d.cou
nt as Critical,e.count as un_ack FROM (select count(*) from network element alarms where status='Raised' )a, (select count(*) from network element alarms where severity=
'Major' and status='Raised' )b, (select count(*) from network element alarms where severity='Minor' and status='Raised’' )c, (select count(*) from network element alarm
s where severity='Critical' and status='Raised' )d, (select count(*) from network element alarms where acknowledgement state='Unacknowledged' and status='Raised' )e;

2024-03-04 17:12:09.673 INFO [,,] 1 --- [0-8088-exec-121] c.c.f.a.u.q.CommonQuery : Query Hive- SELECT a.count as total,b.count as Major,c.count as Minor,d
_count as Critical,e.count as un_ack FROM (select count(*) from network element alarms where status='Raised' )a, (select count(*) from network element alarms where sever
ity="Major' and status='Raised’ )b, (select count(*) from network element alarms where severity='Minor' and status='Raised' )c, (select count(*) from network element a
larms where severity='Critical' and status='Raised' )d, (select count(*) from network element alarms where acknowledgement state='Unacknowledged' and status='"Raised' )e

/fm/dashboard/chartbata/domain

2024-03-04 17:12:09.681 INFO [,,] 1 —— [0-8088-exec-124] c.c.f.a.f.ValidationFilter : Entered validateToken method

2024-03-04 17:12:09.681 INFO [,,] 1 —— [0-8088-exec-124] c.c.f.a.f.ValidationFilter : Entered into getUserIdFromJWT method

< timeZone is Asia/Calcutta

2024-03-04 17:12:09.682 INFO [,,] 1 —— [0-8088-exec-124] c.c.f.a.s.DashboardService : Entered into DurationFilterchange method

2024-03-04 17:12:09.682 INFO [,,] 1 —— [0-8088-exec-124] c.c.f.a.u.q.CommonQuery : Query - SELECT core_id AS x value , COUNT(1) AS count FROM network elem
ent_alarms where status='Raised' GROUP BY core_id;

2024-03-04 17:12:09.682 INFO [,,] 1 —— [0-8088-exec-124] c.c.f.a.u.q.CommonQuery : Query Hive- SELECT core id AS x value , COUNT(1) AS count FROM network
element_alarms where status='Raised' GROUP BY core id;

/fm/dashboard/topten

2024-03-04 17:12:09.683 INFO [,,] 1 —— [0-8088-exec-130] c.c.f.a.f.ValidationFilter : Entered validateToken method

2024-03-04 17:12:09.684 INFO [,,] 1 —— [0-8088-exec-130] c.c.f.a.f.ValidationFilter : Entered into getUserIdFromJWT method

<==== timeZone is Asia/Calcutta

2024-03-04 17:12:09.685 INFO [,,] 1 —— [0-8088-exec-130] c.c.f.a.s.DashboardService : Entered into DurationFilterchange method

/fm/dashboard/CORE

2024-03-04 17:12:09.685 INFO [,,] [0-8088-exec-129] c.c.f.a.f.ValidationFilter : Entered validateToken method

2024-03-04 17:12:09.686 INFO [,,] [0-8088-exec-129] c.c.f.a.f.ValidationFilter : Entered into getUserIdFromJWT method

/fm/dashboard/CORE

2024-03-04 17:12:09.686 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.f.ValidationFilter : Entered validateToken method

2024-03-04 17:12:09.686 INFO [,,] 1 —— [0-8088-exec-130] c.c.f.a.u.q.CommonQuery : Query - Select count(*) as count, alarm name as name FROM network eleme
nt_alarms WHERE severity= 'Critical’ and status='Raised' GROUP BY alarm name ;

2024-03-04 17:12:09.686 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.f.ValidationFilter : Entered into getUserIdFromJWT method

<==== timeZone is Asia/Calcutta U
2024-03-04 17:12:09.687 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.s.DashboardService : Entered into DurationFilterchange method

<==== timeZone is Asia/Calcutta

2024-03-04 17:12:09.687 INFO [,,] 1 —— [0-8088-exec-129] c.c.f.a.s.DashboardService : Entered into DurationFilterchange method

2024-03-04 17:12:09.687 INFO [,,] 1 —— [0-8088-exec-134] c.c.f.a.u.q.CommonQuery : Query - select distinct core id,core name from general core list
2024-03-04 17:12:09.687 INFO [,,] 1 —— [0-8088-exec-129] c.c.f.a.u.q.CommonQuery : Query - select distinct core_id,core name from general core list

26°C
Partly cloudy

I @SS RO MO D H A oG cam,,




